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The problem with cherry picking, hunting for signifi-
cance, and a host of biasing selection effects – the 
main source of handwringing behind the statistics cri-
sis in science – is they wreak havoc with a method’s 
error probabilities. It becomes easy to arrive at find-
ings that have not been severely tested.

Mayo,	2018,	p. 439.

For as long as data has been used to support scien-
tific claims people have tried to selectively present 
data in line with what they wish to be true. In his trea-
tise ‘On the Decline of Science in England: And on 
Some	of	its	Cases’	Babbage	(1830)	discusses	what	he	
calls cooking: “One of its numerous processes is to 
make	multitudes	of	observations,	and	out	of	 these	to	
select those only which agree or very nearly agree. If a 
hundred	observations	are	made,	the	cook	must	be	very	
unlucky if he can not pick out fifteen or twenty that 
will do up for serving.” Performing multiple compari-

sons and selectively reporting results that ‘work’ 
inflates	the	false	positive	(or	Type	1	error)	rate	of	pub-
lished results. Inflated false positive rates are one of 
the possible underlying causes of low reproducibility 
rates	 in	psychology	 (Open	Science	Collaboration,	
2015).	Selective	reporting	makes	it	more	likely	that	a	
prediction	is	supported	by	the	data,	and	less	likely	that	
a	prediction	is	proven	wrong.	Given	a	scientific	reward	
system where successful predictions are deemed more 
valuable than unsuccessful predictions it is perhaps not 
surprising that researchers admit to selectively report-
ing	 results	 (Fiedler	&	Schwarz,	2015;	Fraser	et	al.,	
2018;	John,	Loewenstein,	&	Prelec,	2012;	Makel	et	
al.,	2019),	and	selectively	submit	significant	results	for	
publication	(Franco,	Malhotra,	&	Simonovits,	2014;	
Greenwald,	1975).	This	behavior,	which	violates	most	
code	of	conducts	for	research	integrity,	but	 is	never-
theless	commonplace,	 leads	 to	a	scientific	 literature	
that	does	not	reflect	reality.

In the past researchers have proposed solutions to 
prevent	bias	in	the	literature,	both	due	to	inflated	Type	
1	error	rates	in	the	published	literature,	as	due	to	pub-
lication	bias.	For	example,	Bakan	(1966)	discussed	the	
problematic aspects of choosing whether or not to per-
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form a directional hypothesis test after looking at the 
data. If a researcher chooses to perform a directional 
hypothesis test only when the two-sided hypothesis 
test yields a p-value	between	0.05	and	0.10	in	practice	
the Type 1 error rate is doubled. These types of ana-
lytic flexibility inflate the Type 1 error rate to an 
unknown extent. When there is analytic flexibility 
p-values can no longer be used as a statistical tool to 
make decisions about the presence or absence of 
meaningful effects. The true Type 1 error rate is 
unknown,	and	researchers	no	longer	know	how	often	
they	are	fooling	themselves	in	the	long	run	(de	Groot,	
1969).	Bakan	 (p. 431)	writes:	“How	should	 this	be	
handled? Should there be some central registry in 
which one registers one’s decision to run a one- or 
two-tailed	test	before	collecting	the	data?	Should	one,	
as	one	eminent	psychologist	once	suggested	 to	me,	
send oneself a letter so that the postmark would prove 
that one had pre-decided to run a one-tailed test?”

With the rise of the internet it has become feasible 
to create online registries that ask researchers to spec-
ify	 their	 research	design,	 data	 collection,	 and	 the	
planned	analyses	(for	 instructions	how	to	do	so,	see	
Krypotos	et	al.,	2019;	van	’t	Veer	&	Giner-Sorolla,	
2016;	Wicherts	et	al.,	2016).	Scientific	communities	
have started to make use of this opportunity (for a his-
torical	overview,	 see	Wiseman,	Watt,	&	Kornbrot,	
2019). Technological advances provide solutions to 
long-standing	problems	in	science	(Spellman,	2015),	
and after it became possible to preregister studies 
online psychologists have started to implement prereg-
istration. Special issues and dedicated journals have 
appeared where preregistered (replication) studies 
have	been	published	(Chambers	et	al.,	2014;	Jonas	&	
Cesario,	2015;	Nosek	&	Lakens,	2014).	In	the	Regis-
tered Reports publication format preregistered study 
proposals are reviewed before the data is collected 
(Chambers,	2019;	Simons,	Holcombe,	&	Spellman,	
2014).	Manuscripts	 are	 published	 as	 long	 as	 the	
approved	proposal	 is	followed,	regardless	of	 the	out-
come	of	the	results,	which	prevents	publication	bias	on	
the	part	of	the	journal	(Allen	&	Mehler,	2019).	Regis-
tered Reports have been adopted by more than 200 
journals. It is clear that preregistration in its various 

forms has become increasingly popular in a short 
amount of time. Enough researchers see value in pre-
registration	 to	 implement	 it	 in	 their	daily	practice,	
teach	it	to	their	students,	and	volunteer	time	to	review	
Registered Reports proposals.

Preregistration in psychology has been a good 
example of learning by doing. Best practices are con-
tinuously updated as we learn from practical chal-
lenges and early meta-scientific investigations into 
how preregistrations are performed (Chambers &  
Mellor,	2018).	At	 the	 same	 time,	discussions	have	
emerged	about	what	 the	goal	of	preregistration	 is,	
whether	preregistration	is	desirable,	and	what	prereg-
istration should look like across different research 
areas	(e.g.,	Finkel,	Eastwick,	&	Reis,	2015;	Kaufman	
&	Glǎveanu,	 2018;	Tackett	 et	 al.,	 2017).	 Every	
research	practice	comes	with	costs	and	benefits,	and	it	
is useful to evaluate whether and when it is worth pre-
registering	your	study.	Finally,	it	is	important	to	exam-
ine	how	preregistration	relates	to	different	philosophies	
of science to analyze when it facilitates or distracts 
from goals scientists might have. The discussion about 
costs	and	benefits	of	preregistration	has	been	hindered	
by a lack of a conceptual analysis of what preregistra-
tion aims to accomplish. Any conceptual definition 
about a tool that scientists use must examine the goal 
it	has.	Scientists	differ	 in	 the	goals	 they	have,	and	
therefore in their philosophy of science. It is therefore 
important to justify the value of preregistration based 
on a philosophy of science. Discussing preregistration 
without discussing philosophy of science is a waste of 
time.

What is Preregistration For?

Preregistration has the goal to allow others to trans-
parently evaluate the capacity of a test to falsify a pre-
diction. Researchers can introduce bias that reduces 
the	capacity	of	a	test	to	prove	a	prediction	wrong,	for	
example by selectively reporting tests of predictions. 
When	 testing	predictions,	 researchers	might	want	a	
specific	analysis	to	yield	a	null	effect,	for	example	to	
show that including a possible confound in an analysis 
does	not	change	the	main	results.	More	often	perhaps,	
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conceptual	analysis	presented	here,	researchers	prereg-
ister to allow future readers of the preregistration 
(which might include the researchers themselves) to 
evaluate whether the research question was tested in a 
way that could have falsified the prediction. Not all 
approaches to knowledge generation value predictions 
that	 could	have	been	proven	wrong.	Mayo	 (1996)	
carefully develops arguments for the role that predic-
tion plays in science and arrives at an error statistical 
philosophy based on a severity requirement: We build 
a body of knowledge based on claims that have passed 
a severe test.

Severe Tests

A test is severe when it is highly capable of demon-
strating a claim is false. If a researcher randomly 
assigns participants to a control and experimental con-
dition,	uses	a	response	scale	from	1	to	7	 to	measure	
how	people	feel,	and	claims	the	difference	between	the	
groups	will	be	at	most	6	scale	points,	there	is	no	way	
for	this	claim	to	be	proven	false.	The	observed	differ-
ence must	be	between	zero	and	six.	Alternatively,	 if	
the	researcher	claims	the	observed	difference	between	
the	groups	is	at	least	0.5,	and	at	most	2.5,	then	a	large	
portion of possible outcomes that could be observed 
are not predicted by the claim (see also Roberts & 
Pashler,	 2000).	Meehl	 (1990)	 argues	 that	we	 are	
increasingly	 impressed	 by	 a	 prediction,	 the	more	 
ways a prediction could have been wrong. He writes 
(1990,	p. 128):	“The	working	scientist	 is	often	more	
impressed	when	a	 theory	predicts	something	within,	 
or	close	 to,	a	narrow	interval	 than	when	 it	predicts	
something	correctly	within	a	wide	one.”	Similarly,	De	
Groot	(1969,	p. 127)	writes:	“Ceteris	paribus,	a	theory	
or	hypothesis	is	the	more	valuable	as	it	risks	more;	its	
value will reach rockbottom if in the formulation no 
risk of refutation is incurred at all.” The idea of severe 
tests	goes	back	to	Popper	(1959)	but	has	been	exam-
ined	in	most	detail	by	Mayo	(1996,	2018).	Severe	tests	
can	examine	predictions	derived	 from	a	 theory,	but	
researchers can also simply test the prediction that a 
phenomenon can be repeatedly observed.
Figure	1A	visualizes	a	null	hypothesis	 test,	where	

researchers want an analysis to yield a statistically sig-
nificant	result,	for	example	so	that	they	can	argue	the	
results support their prediction based on a p-value 
below	0.05.	Both	scenarios	illustrate	sources	of	bias	in	
the	estimate	of	a	population	effect	size,	but	researchers	
can	test	other	predictions,	such	as	the	prediction	that	
one	statistical	model	fits	the	observed	data	better	than	
another model. In this paper I will assume researchers 
use	frequentist	statistics,	but	all	arguments	can	be	gen-
eralized	 to	Bayesian	 statistics	 (Gelman	&	Shalizi,	
2013).	
When	effect	size	estimates	are	biased,	for	example	

due to the desire to obtain a statistically significant 
result,	hypothesis	 tests	performed	on	these	estimates	
have inflated Type 1 error rates. When bias emerges 
due	to	the	desire	to	obtain	a	non-significant	test	result	
hypothesis tests have reduced statistical power. In line 
with the general tendency to weigh Type 1 error rates 
(the	probability	of	obtaining	a	statistically	significant	
result when there is no true effect) as more serious 
than Type 2 error rates (the probability of obtaining  
a	non-significant	 result	when	 there	 is	a	 true	effect),	
publications that discuss preregistration have often 
been	more	concerned	with	inflated	Type	1	error	rates	
than	with	 low	power.	However,	 in	situations	where	
researchers want to find a null effect low power is a 
bigger concern. It is important to note that inflating 
Type 1 error rates is only one way to reduce the capac-
ity of a test to show a prediction is wrong. The goal of 
preregistration is not simply to control the Type 1 error 
rate	 in	hypothesis	 tests,	but	 to	prevent	 researchers	
from non-transparently reducing the capacity of the 
test to falsify a prediction in general.

Researchers can have many goals that are unrelated 
to	tests	of	predictions,	and	in	those	cases,	preregistra-
tion	might	have	positive	externalities,	but	 it	does	not	
serve a goal that can’t be achieved through other 
means. If the only goal of a researcher is to prevent 
bias,	 it	 suffices	 to	verbally	agree	upon	 the	planned	
analysis with collaborators as long as everyone will 
perfectly remember the agreed upon analysis. The rea-
son to write down an analysis plan is not to merely 
prevent	bias,	but	to	transparently allow others to eval-
uate the capacity of a test to falsify a prediction. In the 
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passed	the	most	severe	test	since	it	was	confirmed	in	a	
test that had a higher capacity of demonstrating the 
prediction is false. Note that the three tests differ in 
severity even when they are tested with the same Type 
1 error rate.

Making very narrow range predictions is a way to 
make it statistically likely to falsify your prediction if 
it is wrong. But the severity of a test is determined by 
all characteristics of a study that increases the capabil-
ity	of	a	prediction	 to	be	wrong,	 if	 it	 is	wrong.	 If	a	
researcher	predicts	that	an	effect	will	only	be	observed	
under a very specific set of experimental conditions 
that	all	 follow	from	a	single	 theory,	 it	 is	possible	 to	
make theoretically	 risky	predictions.	For	example,	
although	the	Stroop	effect	 is	quite	robust,	contextual	
accounts would make the risky prediction that congru-
ency	effects	will	be	reduced	on	trials	when	the	previ-
ous	trial	is	also	incongruent,	as	well	as	when	the	print	

only	one	specific	state	of	the	world	(namely	an	effect	
of exactly zero) will falsify our prediction. All other 
possible states of the world are in line with our predic-
tion. Figure 1B represents a one-sided null-hypothesis 
test,	where	differences	 larger than	zero	are	predicted,	
and the prediction is falsified when the difference is 
either equal to	zero,	or	smaller than zero. This predic-
tion	 is	 slightly	 riskier	 than	a	 two-sided	 test,	 in	 that	
there are more ways in which our prediction could be 
wrong,	because	50%	of	all	possible	outcomes	falsify	
the	prediction,	and	50%	corroborate	it.	Finally,	Figure	
1C vizualizes a range prediction where only differ-
ences	between	0.5	 and	2.5	 support	 the	prediction.	
Since there are many more ways this prediction could 
be	wrong,	it	is	an	even	more	severe	test.	If	we	observe	
a	difference	of	1.5,	with	a	95%	confidence	 interval	
from	1	to	2,	all	three	predictions	are	confirmed	with	an	
alpha	level	of	0.05,	but	the	prediction	in	Figure	1C	has	

Figure 1 Visualization	of	three	common	statistical	predictions	that	differ	in	severity.
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The severity of a test can also be compromised by 
selecting a hypothesis based on the observed results. 
In	 this	practice,	known	as	Hypothesizing	After	 the	
Results	are	Known	(HARKing,	Kerr,	1998)	research-
ers	look	at	their	data,	and	then	select	a	prediction.	This	
reversal of the typical hypothesis testing procedure 
makes the test incapable of demonstrating the claim 
was	false.	Mayo	(2018)	refers	to	this	as	‘bad	evidence,	
no test’. If we choose a prediction from among the 
options	 that	yield	a	significant	 result,	 the	claims	we	
make base on these ‘predictions’ will never be wrong. 
In	philosophies	of	science	that	value	predictions,	such	
claims	do	not	increase	our	confidence	that	the	claim	is	
true,	because	the	claim	has	not	been	well-tested.	
As	a	final	example	of	a	research	practice	that	reduces	

the	capability	of	our	prediction	to	be	falsified,	 think	
about	the	scenario	described	by	Babbage	(1830)	at	the	
beginning of this article. A researcher makes multi-
tudes of observations and selects out of all these tests 
only those that support their prediction. Choosing to 
selectively report tests from among many tests that 
were performed strongly reduces the capability of a 
test to demonstrate the claim was false.

If successful predictions from severe tests are con-
sidered more impressive a preregistration document 
should give us all the information that allows future 
readers to evaluate the severity of the test. This 
includes the theoretical and empirical basis for predic-
tions,	 the	experimental	design,	 the	materials,	and	the	
analysis code. Having access to this information 
should allow readers to see whether any choices were 
made during the research process that reduced the 
severity of a test. Researchers should also specify 
when they will conclude their prediction is not sup-
ported.	As	De	Groot	(1969)	writes:	“The	author	of	a	
theory should himself state which assumptions in it he 
regards	as	fundamental,	how	he	envisages	crucial	test-
ing	of	these	particular	assumptions,	and	what	potential	
outcomes	would,	if	actually	found,	lead	him	to	regard	
his	 theory	as	disproven.”	Vanpaemel	(2019)	recently	
suggested that reviewers of Registered Reports (where 
the preregistration is reviewed before the data is col-
lected) explicitly evaluate the severity of the test. 
Explicitly stating when a prediction is not supported is 

colors used are as easily distinguishable from one 
another as are the color words (Dishon-Berkovits & 
Algom,	2000).	It	is	difficult	to	explain	the	reduction	of	
a	congruency	effect	without	such	a	contextual	account	
of the Stroop effect. This means the prediction is 
highly	capable	of	being	wrong,	if	a	contextual	account	
is	wrong,	which	makes	these	detailed	theoretical	pre-
dictions a severe test. Regardless of how researchers 
increase	 the	 capability	 of	 a	 test	 to	 be	wrong,	 the	
approach to scientific progress described here places 
more faith in claims based on predictions that have a 
higher	capability	of	being	 falsified,	but	where	data	
nevertheless supports the prediction. As far as I am 
aware,	Mayo’s	severity	argument	currently	provides	
one of the few philosophies of science that allows for 
a coherent conceptual analysis of the value of prereg-
istration.

Examples of Practices  
that Reduce the Severity of Tests

Researchers admit to research practices that make 
their	predictions,	or	 the	empirical	 support	 for	 their	 
prediction,	 look	more	 impressive	 than	 it	 is	 (Fiedler	 
&	Schwarz,	2015;	John	et	al.,	2012).	One	example	of	
such	a	practice	is	optional	stopping,	where	researchers	
collect	data,	analyze	their	data,	and	continue	the	data	
collection	only	if	 the	result	 is	not	statistically	signifi-
cant.	In	theory,	a	researcher	who	is	willing	to	continue	
collecting	data	indefinitely	will	always	observe	a	sta-
tistically significant result. By repeatedly looking at 
the	data,	the	Type	1	error	rate	can	inflate	to	100%.	In	
this extreme case the prediction can no longer be falsi-
fied,	and	the	test	has	no	severity.	If	a	prediction	can’t	
be	proven	wrong,	then	finding	support	for	it	is	unlikely	
to help us build a reliable body of knowledge. As 
Mayo	(2018,	p. 222) writes: “The good scientist delib-
erately arranges inquiries so as to capitalize on push-
back,	on	effects	that	will	not	go	away,	on	strategies	to	
get errors to ramify quickly and force us to pay atten-
tion	 to	 them.	The	ability	 to	 register	how	hunting,	
optional	 stopping,	 and	 cherry	 picking	 alter	 their	
error-probing capacities is a crucial part of a method’s 
objectivity.” 
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with	a	plausible	hypothesis	after	the	results	are	known,	
and because theories rarely completely constrain how 
predictions are tested.

We can apply our conceptual analysis of preregistra-
tion to a hypothetical real-life situation to illustrate 
how preregistration is related to the evaluation of the 
severity of a test. Imagine a researcher who preregis-
ters an experiment where the main analysis tests a  
linear relationship between two variables. This test 
yields	a	non-significant	result,	 thereby	failing	to	sup-
port the prediction. In an exploratory analysis the 
author finds that fitting a polynomial model yields a 
significant test result with a low p-value. The 
researcher will be of the opinion that the claim of a 
polynomial relationship has passed a less severe test 
than the claim they would have made if their predic-
tion	of	a	linear	effect	had	been	supported,	and	by	pre-
registering their prediction the researcher transparently 
communicates	 this	evaluation.	However,	as	a	reader,	
we do not have to accept the researchers’ evaluation of 
the severity of the test. Based on our own knowledge 
and beliefs we might never have expected or tested a 
linear relationship. The deviation from the preregistra-
tion makes the test of a polynomial relationship less 
severe	for	 the	original	 researcher,	but	we	might	not	
think a non-supported prediction of a test we would 
not have performed impacts the severity of the test of 
the polynomial relationship. If someone else preregis-
tered	what	you	 think	was	a	bad	prediction,	 and	 in	
exploratory analysis performs a test you a-priori think 
is	better,	your	evaluation	of	 the	severity	of	 the	latter	
test might not be impacted by the deviation in the 
analyses plan. This example illustrates how the sever-
ity of a test is in part based on a subjective evaluation. 
A switch in the analysis strategy reduces the severity 
of the test for the researcher who did not predict the 
exploratory	analysis,	but	other	researchers	do	not	nec-
essarily need to agree.

The opposite is also true. If a researcher believes 
their test was severe because it was preregistered and 
they	did	not	deviate	from	their	analysis	plan,	but	 in	
your evaluation the preregistration was too vague to 
substantially increase the capacity of the test to falsify 
their	prediction,	you	might	disagree	 that	a	preregis-

essential	to	improve	the	falsifiability	of	psychological	
science	in	practice	(Lakens,	Scheel,	&	Isager,	2018).

Preregistration Makes it Possible  
to Evaluate the Severity of a Test

Preregistration	adds	value	for	people	who,	based	on	
their	philosophy	of	 science,	 increase	 their	 trust	 in	
claims that are supported by severe tests and predictive 
successes. Preregistration itself does not make a study 
better or worse compared to a non-preregistered study. 
Instead,	 it	merely	allows	researchers	 to	 transparently	
evaluate the severity of a test. Sometimes being able to 
transparently evaluate a study (and its capability to 
demonstrate claims were false) will reveal a study 
would	always	be	able	 to	support	a	claim,	and	that	 is	
was practically impossible for the results to not sup-
port the prediction. Examples are when researchers 
relied on HARKing or extreme forms of selective 
reporting	and/or	optional	stopping.	Other	 times,	 the	
preregistration clearly shows that researchers made a 
risky	prediction	that	could	have	been	falsified,	and	in	
these cases we trust the results more based on an error 
statistical	philosophy	 (Mayo,	2018).	Sometimes	 it	
might be possible to evaluate the severity of a test if 
the study was not preregistered. Examples are studies 
where	there	is	no	room	for	bias,	because	the	analyses	
are	perfectly	constrained	by	theory,	or	because	it	is	not	
possible to analyze the data in any other way than was 
reported. It is arguably very rare for a theory in psy-
chology	to	constrain	all	possible	analysis	choices	(i.e.,	
how	to	deal	with	outliers),	thereby	allowing	a	reader	to	
evaluate the severity of a test without a preregistration. 
It is more often possible to conclude a study lacks 
severity	purely	based	on	 the	 theory.	Fiedler	 (2004)	
provides several examples of theories in social psy-
chology that “can be criticized as lying at the edge of 
tautology	in	that	 they	cannot	really	be	falsified”.	The	
severity of a test could in theory be unrelated to 
whether	it	is	preregistered.	However,	in	practice	there	
will almost always be a correlation between the ability 
to transparently evaluate the severity of a test and pre-
registration,	both	because	researchers	can	often	selec-
tively	report	results,	use	optional	stopping,	or	come	up	
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General Discussion

As this conceptual analysis of preregistration makes 
clear,	the	practice	of	specifying	the	design,	data	collec-
tion,	and	planned	analyses	 in	advance	 is	based	on	a	
philosophy of science that values tests of predictions 
and puts more trust in claims that have passed severe 
tests	(Lakatos,	1978;	Mayo,	2018;	Meehl,	1990;	Platt,	
1964;	Popper,	1959).	Such	a	philosophy	of	 science	
aligns well with research questions that are answered 
by hypothesis tests. But researchers often have other 
goals	such	as	developing	measures,	descriptive	inves-
tigations,	exploratory	studies,	and	theoretical	studies	
such as mathematical models or simulation studies  
(de	Groot,	1969).	In	these	cases,	other	philosophies	of	
science might provide a better description of the goal 
scientists	have.	For	example,	the	philosophy	of	science	
known as constructive empiricism focuses less on pre-
diction	and	tests,	and	discusses	the	role	of	data	collec-
tion	as	‘filling	the	blanks	in	a	developing	theory’	(Van	
Fraassen,	1980).	Such	an	approach	is	more	valuable	
when theories are underspecified and need to be 
refined.	Whenever	this	is	true,	researchers	can	perform	
experiments to guide the process of theory construc-
tion.	Van	Fraassen	 even	goes	 as	 far	 as	 to	 say	 that	
“experimentation is the continuation of theory con-
struction by other means.”

I have argued in this manuscript that it is important 
to conceptually distinguish positive externalities  
of preregistration from the goals of preregistration. 
Muddying the discussion about which tools facilitate 
specific	goals	 is	 likely	 to	cause	confusion.	Indeed,	I	
personally feel that the discussion about preregistra-
tion in the psychological literature has often been 
unproductive,	exactly	because	positive	externalities	
were not separated from the goal of preregistering a 
study. Preregistration requires researchers to carefully 
think through their analyses before collecting the data. 
This can lead to useful improvements when designing 
a	study,	but	this	goal	can	also	be	achieved	by	careful	
thought. Working through a checklist for a preregistra-
tion might remind researchers to think about issues 
they	would	otherwise	have	forgotten,	but	the	study	is	
improved regardless of whether their answers on this 

tered study provided a very severe test of a prediction. 
The main point is that in theory the severity with 
which a claim is tested is not necessarily impacted by 
preregistration. Preregistration simply allows research-
ers to evaluate the severity with which a claim is 
tested. Preregistration makes more information avail-
able to readers that can be used to evaluate the severity 
of	a	 test,	but	 readers	might	not	always	evaluate	 the	
information in a preregistration in the same way. Some 
practices	are	known	 to	 reduce	 the	severity	of	 tests,	
such as optional stopping or HARKing. If a preregis-
tration is followed through exactly as planned then the 
tests that are performed have desired error rates in the 
long	 run,	 as	 long	as	 the	 test	 assumptions	 are	met.	
Although in theory the severity of a test might not be 
impacted	 by	 preregistration,	 it	 is	 important	 to	
acknowledge that in practice,	unless	researchers	have	
no	flexibility	when	analyzing	their	data,	preregistration	
will make tests of predictions relatively more severe. 
If a researcher believes preregistration would not 
increase	the	severity	of	their	test,	they	should	be	able	
to convincingly argue why the severity of the test of 
their prediction can be transparently evaluated without 
a preregistration.

The severity of a test also depends on other charac-
teristics of the study that increase or decrease the 
capability	of	a	prediction	 to	be	wrong,	 such	as	 the	 
theory,	measurement,	and	experimental	design.	There	
will rarely be unanimous agreement on whether these 
aspects	 lead	 to	a	more	or	 less	severe	 test,	and	 thus	
researchers will differ in their evaluation of how 
severely	specific	design	choices	test	a	claim.	This	once	
more highlights how preregistration does not automat-
ically increase the severity of a test. When it makes 
practices that are known to reduce the severity of tests 
transparent,	such	as	optional	stopping,	preregistration	
leads to a relative increase in the severity of a test 
compared a non-preregistered study. But when there is 
no	objective	evaluation	of	the	severity	of	a	test,	as	is	
often the case when we try to judge how severe a test 
was	based	on	 theoretical	 grounds,	 preregistration	
merely enables a transparent evaluation of the capabil-
ity	of	a	claim	to	be	falsified.
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as	possible.	Meehl	(1992,	2002)	proposed	to	empiri-
cally	examine	which	scientific	method	performs	better	
in	practice,	but	acknowledged	it	might	take	half	a	cen-
tury to collect the required data. Regardless of where 
this balance should lie researchers who aim to test pre-
dictions	with	severity	should	find	value	in	the	practice	
of preregistration.
Preregistration	is	a	tool,	and	researchers	who	use	it	

should do so because they have a goal that preregistra-
tion facilitates. If the use of a tool is detached from a 
philosophy of science it risks becoming a heuristic. 
Researchers should not choose to preregister because 
it	has	become	a	new	norm,	but	they	should	preregister	
because they can justify based on their philosophy of 
science how preregistration supports their goals.
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